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Abstract 

We present first principles calculations of the electronic and optical properties of InSe and GaSe 

binary semiconductor compounds. Electronic properties (band structure, density of states, electronic 

charge density) and optical properties (the dielectric function, the refractive index, reflectivity, and 

coefficient of extinction) are successfully calculated using self-consistent scalar relativistic full 

potential linear augmented plane wave method (FP-LAPW) within the generalized gradient 

approximation (GGA). The Perdew–Burke–Ernzerhof (GGA08) generalized gradient approximation 

was used for the total energy calculations, while the Modified Becke–Johnson (MBJ) was used for the 

electronic structure calculations since this functional was designed to reproduce as well as possible 

the exact exchange correlation potential rather than the total energy, and as a result gives 

significantly improved results such as band gap and electronic structure. We also investigated the 

electronic properties of the ternary alloy InxGa1-xSe. The virtual crystal approximation (VCA) was 

adopted to model the alloy. The results are compared with previous calculations and with 

experimental measurements, we found good agreement with our calculations. 
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1. Introduction  

The recent interest toward layered semiconductors [1–3] is motivated by their potential impact 

in nanoelectronics [4–6], due to the joint presence of finite values of band gaps [10,11] and 

flexibility [7,8]. In particular, while graphene does not have a band gap [9], van der Waals 

semiconductors enable the devising of nanodevices with outstanding values for the ON/OFF ratio 

[4]. Moreover, by reducing the thickness, in some cases, the band gap becomes direct, with 

implications for optoelectronics [10] and photodetection.  

 An advantage of transition metal dichalcogenides (TMDs) is that there is a wide range of them 

with different band gaps and electron affinities [11], so that they could be used in 

heterostructures in such devices as tunnel field effect transistors. 

 These consist of a vertically stacked metal-chalcogen double layers with covalent bonding within 

the layers and van der Waals bonding between the layers. Carrier mobilities in InSe are of order 

1000-2000 cm2/V.s [12] , similar to those of black phosphorus as they also have s,p-like band 

edge states. Recently, the quantum Hall effect was observed in the two-dimensional electron gas 

in GaSe few layer films [13]. Thus, it is important to understand the electronic structure and the 

optical properties of InSe and GaSe. 

Gallium and indium mono-selenides belong to a vast class of layered semiconductors. They have 

a significant anisotropy of chemical bonds, within and between the layers, which enables 

preparation of natural and clean surface with a high optical quality by cleavage. Moreover, a 

GaSe/InSe heterostructure, fabricated by bringing the surfaces of two semiconductors into direct 

optical contact, is a semiconductor – insulator – semiconductor (SIS) structure where a layer of 

oxygen atoms adsorbed from atmosphere acts as a dielectric layer [14]. 

The rest of the paper is organized as follows. In Section 2, we describe the computational method 

used in the present work. Results about the electronic properties are presented in Section 3. A 

Conclusion of the work is given in Section 4. 

 

2. Calculations 

Scalar relativistic calculations have been performed using the wien2k code [ 15,16]. For the 

exchange correlation potential, we have used the local density approximation (LDA) with a 



 

parameterization of Ceperly-Adler data [17]. The new Full Potential Augmented Plane Wave 

method of the density functional theory is applied [18,19]. Several improvements to solve the 

energy dependence of the basis set were tried but the first really successful one was the 

linearization scheme introduced by Andersen[20] leading to the linearized augmented plane 

wave (LAPW) method. In LAPW, the energy dependence of each radial wave function inside the 

atomic sphere is linearized by taking a linear combination of a solution u at a fixed linearization 

energy and its energy derivative �̇� computed at the same energy. 

𝛷𝐾(𝑟) = {
∑ [𝑎𝐿

𝛼𝐾𝑢𝑙
𝛼(𝑟′) + 𝑏𝐿

𝛼𝐾�̇�𝑙
𝛼(𝑟′)]𝐿 𝑌𝐿(�̂�′)𝑟′⟨𝑅𝛼

𝛺−
1

2 𝑒𝑥𝑝(𝑖(𝑘 + 𝐾). 𝑟) 𝑟 ∈ 𝐼
      

Where r’=r-rα is the position inside sphere α with polar coordinates r’ and r, k is a wave vector in 

the irreducible Brillouin zone, K is a reciprocal lattice vector and 𝑢𝑙
𝛼 is the numerical solution to 

the radial Schrodinger equation at the energy ε. The coefficients 𝑎𝐿
𝛼𝐾   are chosen such that the 

atomic functions for all L components match (in value) the PW with K at the Muffin tin sphere 

boundary. The KS orbitals are expressed as a linear combinations of APWs 𝛷𝐾(𝑟). In 1991 Singh 

[21] introduced the concept of local orbitals (LOs) which allow an efficient treatment of the semi-

core states. An LO is constructed by the LAPW radial functions u and �̇� at one energy ε1 in the 

valence band region and a third radial function at ε2. 
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Recently, an alternative approach was proposed by Sjöstedt et al [22], namely the APLW+ lo (local 

orbital) method. Here the augmentation is similar to the original APW scheme but each radial 

wavefunction is computed at a fixed linearization energy to avoid the non-linear eigenvalue 

problem. The missing variational freedom of the radial wavefunctions can be recovered by adding 

another type of local orbitals (termed in lower case to distinguish them from LO) containing u 

and �̇�term: 

 

𝛷𝑙𝑜(𝑟) = {[𝑎𝐿
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It was demonstrated that this new scheme converges faster than LAPW. The APW +lo scheme 

has been implemented in the wien2k code version [23]. 

More importantly, Generalized gradient approximations (GGA’s) for the exchange-correlation 

energy has also been incorporated;  although the GW approximation is a widely used method to 

predict quasi particle band gaps, as opposed to density functional theory (DFT), which is only 

applicable to ground state properties,  the large computational effort associated with this 

method limits GW calculations to rather small systems, , one has to note also that GW and hybrid 

functionals can result in band gap error on the order of 10–20% compared to experimental data 

[24]. There are some other interesting techniques such as the time dependent density functional 

theory (TDDFT) [25], this method  has achieved an unprecedented balance between accuracy and 

efficiency for calculations of the excitation spectra and response of atoms and molecules, Given 

its simplicity, and the relatively modest CPU cost of this type of calculation. The use of TDDFT is 

increasing, and it is fast becoming one of the tools of choice to get accurate and reliable 

predictions for excited-state properties in solid state physics, and chemistry, both in the linear 

and non-linear regimes. 

However, in this article we concentrated on the most common approximation, the GGA which 

makes non-self-consistent evaluation of the quasi particle self -energy, usually the local-density 

approximation (LDA) or generalized gradient approximation (GGA) [26], the GGA calculations are 

performed using a consistent GGA treatment of valence and core electrons. 

As the LDA approximates the energy of the true density by the energy of a local constant density, 

it fails in situations where the density undergoes rapid changes such as in molecules. An 

improvement to this can be made by considering the gradient of the electron density, the so-

called Generalized Gradient Approximation (GGA). Symbolically this can be written as:  

𝐸𝑥𝑐 = 𝐸𝑥𝑐[𝜌(𝑟), ∇𝜌(𝑟)]        (4) 

 

There are several different parameterizations of the GGA. A commonly used functional is the 

PW91 functional, due to Perdew and Yang [27].  



 

However, in the calculations reported here, we chose  the muffin tin radii for Ga and Se to be  2.0 

and 1.8  a.u. respectively, and 1.9 for Se. The expansion of the spherical region is developed up 

to lmax=10, while in the interstitial region we have used 1890 plane waves for GaSe and 2302 for 

InSe. Furthermore, we have used the energy cutoff of R .K =8 and the maximal reciprocal 

vector equal to 10. The integrals over the Brillouin zone are performed using the Monkorst-pack 

special k-points approach [28]. Since calculations of the optical  properties require a more dense 

k-matrix, we have used 1000 k-points in the irreducible Brillouin zone for integration in reciprocal 

space.  

Optical properties of a solid are usually described in terms of the complex dielectric function 

𝜀(𝜔) = 𝜀1(𝜔) + 𝑖𝜀2(𝜔). The dielectric function is determined mainly by the transition between 

the valence and conduction bands according to perturbation theory, the imaginary part of the 

dielectric function in the long wavelength limit has been obtained directly from the electronic 

structure calculation, using the joint density of states (DOS) and the optical matrix elements. It is 

expressed as  

 

𝜀2(𝜔) =
4𝜋2𝑒2

3𝑚2𝜔2
∑ ∫

2

(2𝜋)3
𝑑3𝑘|𝑃𝑛𝑙|

2. 𝛿
𝐵𝑍𝑙,𝑛 [𝐸𝑙(𝑘) − 𝐸𝑛(𝑘) − ℏ𝜔] 

Where m is the mass and e the electrical charge of the electron, Σl,n means the summation 

between all the conduction bands (l) and valence bands (n); and Pnl expresses the momentum 

matrix element between l and n. It is given by 

 

𝑃𝑛𝑙 =
𝑚

ℏ
⟨𝑛𝑘|𝛻𝑘𝐻, (𝑘)|𝑙𝑘⟩          (6) 

 

Where H(k) is the Hamiltonian, and ⟨𝑛𝑘|, |𝑙𝑘⟩ are the k-space wavefunctions. Using the FP-LAPW 

parameters, we can directly calculate Pnl. 

The real part of the dielectric function can be derived from the imaginary part by the Kramers-

Kronig relationship. The knowledge of both the real and the imaginary parts of the dielectric 

allows the calculation of important optical functions. In this paper, we also present and analyze 

the refractive index 𝑛(𝜔) given by 

 

(5) 
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At low frequency ( ω=0), we get the following relation: 

𝑛(0) = 𝜀
1
2(0) 

To correct the LDA error in the band gaps a constant potential was applied to the conduction 

band states (using the scissors operator which rigidly shifts the conduction band states) in order 

to match the calculated band gaps with the experimental data. 

 

3. Results 

The structural optimization of the Hexagonal phase of GaSe and InSe was performed by 

calculating the total energy as function versus volume V. The two-dimensional minimization of 

the total energy requires that each of the self-consistent calculations is converged, so the 

iteration process was repeated until the calculated total energy of the crystal converged to less 

than 1 mRyd. A total of eight iterations was necessary to achieve self-consistency.  The 

equilibrium lattice constants and bulk modulus are calculated by fitting the total energy versus 

volume according to Murnaghan’s equation of state (table 4) [29].  

 

3.1 Electronic properties 

Electrons interact with the crystal, and this must express itself in their energies, there is an energy 

gap in the E = E(k) relation for all k vectors ending on a Brillouin zone. A general relation yields 

for the energies of the kBZ electron waves 

 

𝐸(𝑘𝐵𝑍) =
(ℏ𝑘)2

2𝑚
± |𝑈(𝑔)|        (8) 

(7) 



 

With U(g) being the Fourier 

component of the periodic potential 

for the reciprocal lattice vector g 

considered. The band gap represents 

the minimum energy difference 

between the top of the valence band 

and the bottom of the conduction 

band. 

The electronic band structures of 

GaSe and InSe along symmetry lines 

are shown in figures 1 and 2. The  

calculated band energy gap at high symmetry points is given  

in table 1, the bandgap for GaSe is found to be direct 

and equal to 1.9 eV, and that of InSe about 1.15 eV which is in close agreement with earlier work. 

It is found that for the generalized gradient approximation (GGA-2008), the energy gap is 

underestimated relative to the experimental value due to the well known artifact of the local 

density approximation calculations, while the Engel-Vosko scheme gives quite a nice band gap 

compared to the experimental one, the Modified Becke-Johnson (MBJ) gives significantly 

improved results (see table 1) which is very near the experimental value.  

It is interesting to note that quasi-particle excitations are not taken into account in density 

functional theory (DFT), the energy gap calculated from DFT tends to be smaller than the 

experimental one. There are several reasons for this. One is that the LDA and GGA functionals 

contain the self-interaction error and do not show a derivative discontinuity, which is important 

when one wants to compare the Kohn Sham band gap with the experimental band gap. In some 

cases, the wrong ground state is found, as, e.g., in Ge, where the band gap is around 0.7 eV, 

whereas the LDA Kohn-Sham gap is slightly negative at ambient pressure [30]. The GGA 

approximation yields only a small improvement. Quasiparticle calculations essentially overcome 

the underestimate of the band gap as obtained using the LDA. The GW calculations for GaN for 

instance predict band structures in much better agreement with experiment; but they are time 

Figure 1. Band structure GaSe. Figure 2. Band structure InSe. 



 

consuming, and also they treat the d valence states as part of the pseudopotential core in the 

case of GaN.  

 

Table 1.  Band energies (eV) for GaSe 
 

 

 

Table 2.  Band energies (eV) for InSe 

 

 

aReference [31] 

bReference [32]  

 

3.2 Optical properties 

 

The study of the optical constants and their variation with frequency is very interesting for the 

uses of films in optical applications. These applications require accurate knowledge of the optical 

constants over a wide wavelength range. Extinction coefficient and refractive index. The 

reflectivity (R) of materials of refractive index (n) and extinction coefficient (k) is given by: 

 

 GaSe 

Methods GGA (2008) Modified Becke-

Johnson 

Other method Experimental 

Energy gap (eV) 1.0 eV 

 

1.9 eV 1.7 eVa 2.1 eVb 

 InSe 

Methods GGA (2008) Modified Becke-

Johnson 

Other method Experimental 

Energy gap (eV) 0.7 eV 

 

1.0 eV 1.2 eVa 1.1 eVb 

(11) 



 

𝑅 =
(𝑛 − 1)2 + 𝑘

(𝑛 + 1)2 − 𝑘
 

 

Tauc et al. [33] and Davis and Mott [34] gave an equation derived independently for the 

determination of energy band gap nature and the value of  Eg (the energy gap) as 

 

 𝛼(ℎ𝑣) =
𝐶

ℎ𝑣
(ℎ𝑣 − 𝐸𝑔)

𝑚        (12) 

 

where m =1/2 for allowed direct transition, m =3/2 for direct ‘‘forbidden’’ transition, m =2 for 

allowed indirect transition and m =3 for indirect ‘‘forbidden’’ transition. C is a constant nearly 

independent on photon energy and known as the disorder parameter. Eg is closely related to 

energy band gap. Thus, the values of the optical band gap of GaSe and inSe  films are obtained 

by plotting  (𝛼ℎ𝑣)
1
2⁄ versus ℎ𝑣 in the high absorption range followed by extrapolating the linear 

region of the plots to (𝛼ℎ𝑣)
1
2⁄ = 0.  The analysis of our data showed that plots of  (𝛼ℎ𝑣)

1
2⁄  

against  ℎ𝑣 give one linear relation which is best fitted by Eq. (9) with m =1/2. This indicates that 

the allowed direct transition is responsible for interband   transition in  GaSe and Inse  binary 

compounds, however this preliminary result is not yet reported in this article. 

We now turn to the analysis of the optical spectra. The dielectric functions of GaSe and InSe in 

the Hexagonal structure are resolved into two components εxy(ω), average of the spectra for the  
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Figure 3a. Imaginary part Dielectric function GaSe. Figure 3b. Imaginary part Dielectric function InSe. 

0 2 4 6 8 10 12 14

0

2

4

6

8

10

12

14

16

 

Energy (eV)

Imaginary part dielectric function

InSe

 



 

 

 

polarization along the x and y-directions and εZ, the polarization parallel to the z-direction. The 

calculated dielectric constants are shown in table 3. 

Figures 3a and 3b shows the variation of the imaginary of the electronic dielectric function for 

GaSe and InSe respectively, for radiation up to 14 eV. The calculated results are rigidly shifted 

upwards by 1.10 eV . The main feature is a broad peak with a maximum around 5 eV for both 

compounds and the maximum amplitude is at 16 for GaSe and 11 for InSe, a shoulder is also 

visible at around 3.8 eV for InSe. The peaks as well as the shoulder are excellently reproduced in 

the calculations, as are the general form of some experimental spectra. There are also two other 

groups of peaks, in (7.2 eV- 12.1 eV) photon energy range, they are mainly due to transitions in 

the vicinity of N. this is usually associated with E2 transition.  

Next, we consider the dispersive part of the dielectric function, ε1, see figures 4a and 4b. The  
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calculated spectra have been obtained by Kramers-Kronig transformation of the shifted ε2 

spectra. The main features are a shoulder at lower energies, a rather steep decrease between 3 

and 6 eV, after which ε1 becomes negative, a minimum and a slow increase toward zero at higher 

energies. The calculated dielectric constants compared with the experimental data and some 

other work are shown in table 3.  

Figure 4a. Real part Dielectric function GaSe. 
Figure 4b. Real part Dielectric function InSe 
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Table 3: The calculated dielectric constants  

 

 𝜀∥ 𝜀⊥ 

GaSe  5.64b 6.1a 6.56b 7.44a 

InSe  6.20b 7.6a 6.7b 7.34a 

Experiment --- -- -- -- 

     

 

aReference [35]  

 bPresent work 

 

Table 4: Reported and calculated lattice parameters for GaSe and InSe. 

 

Lattice parameters (Å) GaSe InSe 

Experiment  5.429a 5.640a 

calculated 5.120 5.205 

Deviation 0.309 0.435 

 

aReference [36] 

 

 We now shortly discuss the spectra obtainable from the dielectric function. As seen in figures 

5a and 5b, the refractive index for GaSe and InSe was computed using both real and imaginary  
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parts of the dielectric function. It shows that the refractive index exhibits a significant 

dispersion in the short wavelength region below λ= 270nm (3.65 eV) where absorption is 

strong. It decreases with the increase of the energy of the incident light, becoming nearly flat in 

the higher region. It is observed also that n reached a peak value at 2.55 eV and this peak 

occurred more or less at the same energy in the real part of the dielectric constant energy 

dependence curves. 

 

 

Conclusion 

The electronic and optical properties of hexagonal GaSe and InSe semiconductors have been 

investigated using the wien2k package, full-potential linearized augmented plane wave (FP-

LAPW) approach within the density functional theory (DFT) in the local spin density 

approximation (LSDA) including the generalized gradient approximation (GGA) was used. The use 

of GGA for the exchange-correlation potential permitted us to obtain good structural parameters. 

The calculated band-gap was also in good agreement with the other theoretical calculations. The 

real and imaginary parts of the dielectric functions were calculated for polarization in the x,y 

plane and along the z-axis, the optical properties are excellently reproduced using the density 

functional theory, if we allow for a rigid shift of the band structure, the so-called scissors 

operator.  

Figure 5a. Refractive index GaSe. Figure 5b. Refractive index InSe. 
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